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Topics that we will cover include time/space analysis, soring, divide-and-conguer, dynamic
e m prograrmming, the greedy method, balanced search trees. the data structures for dis-joint sets, and a
== variety of graph optimization problems {e,q.. minimum spanning tree and shortest path algorithms), We
will explore the theoretical foundation of these methods along with the illustration of examples,
RLESS
Introduction - Introduction to algorithm and Data structure review Sorting - Insertion sort, Merge sort, and
93 Growth of functions (i.e.. Complexity analysis) Divide and Conguer 1 - Maximum-subarray problem.
Strassen’s matrix multiplication, and Quick sort Divide and Conguer 2 - Recurrences (Substitution,
Recursion-tree, and Master methods)
Dynamic Programming 1 - Basics and Aod cotting Dynamic Prograrmming 2 - Matriz-chain multiplication
10 & and Longest common subsequence Dynamic Programming 3 - Binary search trees and Optimal binary
search trees Midterm Exam (75 minutes)
Greedy Algorithms 1 - Activity-selection and Elements of the greedy strategy Greedy Algorithms 2 -
(= knapsacks and Huffrman codes Matroids and Application 1 - Matroids Matroids and Application £ - Task-
scheduling problem
Minimurn Spanning Trees (MST) - Generic MST, Eruskal’s algorithm, and Prim‘s algorithrm Shortest Path
12 = &lgorithms 1 - Single-Source Shortest Paths (Bellman-Ford algorithm and Dijkstra’s algorithm) Shortest
Path &lgorithrms 2 - &ll-Pairs Shortest Paths (Simple Dynamic Programming approach and Floyd-
Warshall algorithm) Final Exam (75 minutes)
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